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- How can we understand the existence and stability of phase-locked solutions?
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Circadian rhythms, gene regulatory networks, central pattern generators, Belousov-Zhabotinsky, ...
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Cartoon of the right-hand side of $\dot{\phi}$
Weak Coupling Theory


## Weak Coupling Theory: Phase Difference Equation
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Full Model Simulation


Phase Difference Over Time
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Full Model Simulation


- Reduce two coupled oscillators to one phase difference variable.
- Fixed points capture long-term phase-locking behavior.
- Generalizable to $N$ oscillators ( $N$ algebraic equations in $N$ unknowns).
- Want these same benefits for stronger coupling.


## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

- $\mathrm{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, smooth.


## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

- $\mathrm{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, smooth.
- Each system admits a $T$-periodic stable limit cycle $Y(t)$ when $\varepsilon=0$.


## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

- $\mathrm{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, smooth.
- Each system admits a $T$-periodic stable limit cycle $Y(t)$ when $\varepsilon=0$.
- Limit cycles persist for $\varepsilon \neq 0$.


## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

- $\mathrm{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, smooth.
- Each system admits a $T$-periodic stable limit cycle $Y(t)$ when $\varepsilon=0$.
- Limit cycles persist for $\varepsilon \neq 0$.
- $|\varepsilon| \geq 0$ not necessarily small.


## Derivation of Coupling Functions: Assumptions

$$
\begin{aligned}
& \dot{x}_{1}=\mathrm{F}\left(\mathrm{x}_{1}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right), \\
& \dot{\mathrm{x}}_{2}=\mathrm{F}\left(\mathrm{x}_{2}\right)+\varepsilon \mathrm{G}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right) .
\end{aligned}
$$

- $\mathrm{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, smooth.
- Each system admits a $T$-periodic stable limit cycle $Y(t)$ when $\varepsilon=0$.
- Limit cycles persist for $\varepsilon \neq 0$.
- $|\varepsilon| \geq 0$ not necessarily small.
$-\mathrm{G}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, general smooth coupling function.
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[Park and Wilson, 2021]
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- $\theta_{i}$ phase, $\psi_{i}$ amplitude.
- $\mathcal{Z}$ general phase response.
- I general isostable (amplitude) response.
- Reduced a system of $2 \times n$ equations into 4 equations.
- Next step: reduce these 4 equations into 2 equations.
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- Put into the phase-amplitude equations
- Combinatorial explosion of terms.


## Higher-Order Coupling Functions
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- Put into the phase-amplitude equations
- Combinatorial explosion of terms.
- Use symbolic packages to collect terms.
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## Higher-Order Coupling Functions

Finally, collect in powers of $\varepsilon$ and take the average
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\end{aligned}
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where

$$
\begin{aligned}
& \mathcal{H}^{(1)}(\theta)= \frac{1}{T} \int_{0}^{T} Z^{(0)} \cdot M^{(0,0)} d s . \\
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$$

- $M^{(i, j)}$ are partial derivatives of the coupling function $G$.
- $Z^{(k)}=Z^{(k)}(s), M^{(k, \ell)}=M^{(k, \ell)}(s, \theta+s)$,

$$
p_{1}^{(k)}=p_{1}^{(k)}(s, \theta+s), p_{2}^{(k)}=p_{2}^{(k)}(\theta+s, s)
$$

## Higher-Order Coupling Functions

$$
\dot{\theta}_{1}=\varepsilon \mathcal{H}^{(1)}\left(\theta_{2}-\theta_{1}\right)+\varepsilon^{2} \mathcal{H}^{(2)}\left(\theta_{2}-\theta_{1}\right)+\varepsilon^{3} \mathcal{H}^{(3)}\left(\theta_{2}-\theta_{1}\right)+\ldots,
$$

- Caveat: used first-order averaging theory:

$$
\dot{\mathrm{x}}=\varepsilon \mathrm{F}(\mathrm{x}, t, \varepsilon), \quad \mathrm{x}(0)=\mathrm{x}_{0}
$$

F is $T$-periodic in $t$. Consider the averaged equation,

$$
\dot{\mathrm{z}}=\varepsilon \overline{\mathrm{F}}(\mathrm{z}), \quad \mathrm{z}(0)=\mathrm{z}_{0}
$$

where $\overline{\mathrm{F}}=\frac{1}{T} \int_{0}^{T} \mathrm{~F}(\mathrm{x}, \mathrm{s}, 0) \mathrm{ds}$. Then $\mathrm{x}(t)=\mathrm{z}(t)+O(\varepsilon)$ for $O(1 / \varepsilon)$ time.
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$$
\dot{x}=\varepsilon \mathrm{F}(\mathrm{x}, t, \varepsilon), \quad \mathrm{x}(0)=\mathrm{x}_{0}
$$

F is $T$-periodic in $t$. Consider the averaged equation,

$$
\dot{\mathrm{z}}=\varepsilon \overline{\mathrm{F}}(\mathrm{z}), \quad \mathrm{z}(0)=\mathrm{z}_{0}
$$

where $\overline{\mathrm{F}}=\frac{1}{T} \int_{0}^{T} \mathrm{~F}(\mathrm{x}, \mathrm{s}, 0) \mathrm{ds}$. Then $\mathrm{x}(t)=\mathrm{z}(t)+O(\varepsilon)$ for $O(1 / \varepsilon)$ time.

- In practice, first-order averaging is sufficient.


## Phase Difference Dynamics
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## Phase Difference Dynamics

Let $\phi=\theta_{2}-\theta_{1}$.

$$
\begin{aligned}
\dot{\phi}= & \varepsilon\left[\mathcal{H}^{(1)}(-\phi)-\mathcal{H}^{(1)}(\phi)\right] \\
& +\varepsilon^{2}\left[\mathcal{H}^{(2)}(-\phi)-\mathcal{H}^{(2)}(\phi)\right] \\
& +\varepsilon^{3}\left[\mathcal{H}^{(3)}(-\phi)-\mathcal{H}^{(3)}(\phi)\right]+\ldots,
\end{aligned}
$$

- $\mathcal{H}^{(1)}(-\phi)-\mathcal{H}^{(1)}(\phi)$ : Classic weak coupling theory
- $\mathcal{H}^{(2)}(-\phi)-\mathcal{H}^{(2)}(\phi)$ : [Wilson and Ermentrout, 2019]
- $\mathcal{H}^{(3)}(-\phi)-\mathcal{H}^{(3)}(\phi)$ and beyond: [Park and Wilson, 2021]

Takeaway: A scalar ODE describes the phase difference dynamics for $\varepsilon$ not necessarily small.

## Application to a "Simple" Model

Complex Ginzburg-Landau

$$
\begin{aligned}
& x_{j}^{\prime}=\left(1-x_{j}^{2}-y_{j}^{2}\right) x_{j}-q\left(x_{j}^{2}+y_{j}^{2}\right) y_{j}+\varepsilon\left[x_{k}-x_{j}-d\left(y_{k}-y_{j}\right)\right], \\
& y_{j}^{\prime}=\left(1-x_{j}^{2}-y_{j}^{2}\right) y_{j}+q\left(x_{j}^{2}+y_{j}^{2}\right) x_{j}+\varepsilon\left[y_{k}-y_{j}+d\left(x_{k}-x_{j}\right)\right],
\end{aligned}
$$

$j=3-k$ with $k=1,2$.

- Tractable model.


## Application to a "Simple" Model

Complex Ginzburg-Landau

$$
\begin{aligned}
& x_{j}^{\prime}=\left(1-x_{j}^{2}-y_{j}^{2}\right) x_{j}-q\left(x_{j}^{2}+y_{j}^{2}\right) y_{j}+\varepsilon\left[x_{k}-x_{j}-d\left(y_{k}-y_{j}\right)\right], \\
& y_{j}^{\prime}=\left(1-x_{j}^{2}-y_{j}^{2}\right) y_{j}+q\left(x_{j}^{2}+y_{j}^{2}\right) x_{j}+\varepsilon\left[y_{k}-y_{j}+d\left(x_{k}-x_{j}\right)\right],
\end{aligned}
$$

$j=3-k$ with $k=1,2$.

- Tractable model.
- For $d=0.4, \varepsilon=0.3$, antiphase is stable.
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## Application to a Neural Model

Thalamic neuron model

$$
\begin{aligned}
C \frac{d V_{i}}{d t} & =-I_{\mathrm{L}}\left(V_{i}\right)+I_{\mathrm{Na}}\left(V_{i}\right)+I_{\mathrm{K}}\left(V_{i}\right)+I_{\mathrm{T}}\left(V_{i}\right)-g_{\mathrm{syn}} w_{j}\left(V_{i}-E_{\mathrm{syn}}\right)+I_{\mathrm{app}} \\
\frac{d h_{i}}{d t} & =\left(h_{\infty}\left(V_{i}\right)-h_{i}\right) / \tau_{h}\left(V_{i}\right) \\
\frac{d r_{i}}{d t} & =\left(r_{\infty}\left(V_{i}\right)-r_{i}\right) / \tau_{r}\left(V_{i}\right) \\
\frac{d w_{i}}{d t} & =\alpha\left(1-w_{i}\right) /\left(1+\exp \left(\left(V_{i}-V_{\mathrm{T}}\right) / \sigma_{T}\right)\right)-\beta w_{i}
\end{aligned}
$$
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## Bifurcation Diagram in Phase-Locked States
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## Summary and Future Directions

- Derived interaction functions $\mathcal{H}^{(i)}$ in the case of strong coupling.
- Derived a scalar ODE for the phase difference dynamics $\phi=\theta_{2}-\theta_{1}$.
- Caveat of first-order averaging theory.
- Directly generalizable to $N$ oscillators.

Future Directions

- Reduce the computational cost (Adaptive reduction)
- Include heterogeneity through constant perturbations of the vector field, e.g, $\dot{x}_{i}=\mathrm{F}\left(\mathrm{x}_{i}\right)+\delta H_{i}\left(\mathrm{x}_{i}\right)+\varepsilon G\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$
- Extend reduction method to non-oscillating solutions
- Extend reduction method to bursting
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- In classic weak coupling theory, $\varepsilon \ll 1$ and $\nabla \theta_{i}=\nabla \theta_{i}(t)$.
- In strong coupling theory, $\nabla \theta_{i}=\nabla \theta_{i}\left(\theta_{i}, \psi_{i}\right)$.
- Computational strategies in [Wilson, 2020, Pérez-Cervera et al., 2020].


## N-Oscillator Isostable Reduction

$$
\begin{aligned}
\dot{\theta}_{i} & =1+\varepsilon \mathcal{Z}\left(\theta_{i}, \psi_{i}\right) \cdot \sum_{j=1}^{N} a_{i j} G\left(\theta_{i}, \psi_{i}, \theta_{j}, \psi_{j}\right), \\
\dot{\psi}_{i} & =\kappa \psi_{i}+\varepsilon \mathcal{I}\left(\theta_{i}, \psi_{i}\right) \cdot \sum_{j=1}^{N} a_{i j} G\left(\theta_{i}, \psi_{i}, \theta_{j}, \psi_{j}\right) .
\end{aligned}
$$

- $\theta_{i}$ phase, $\psi_{i}$ amplitude.
- $\kappa$ slowest decaying Floquet multiplier.
- $\mathcal{Z}$ general phase response.
- I general isostable response.

